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1. MeToanuyeckue peKOMeH AU

1.1. MeroauyecKkue peKOMEHIAUMH IO MOATOTOBKE K MPAKTHYECKUM 3aHATHAM

B Xxoxe noaroTroBkM K MPaKTUYECKUM 3aHATHUAM CIEAyeT H3YyYUThb OCHOBHYIO H
JOTIOTHUTEIIBHYIO JINTEPATYypPy, YUeCTh PEeKOMEHIAINK MpenojaBarens U TpeboBanus padoueit
IIPOrPaMMBI.

MOXHO TOArOTOBUTH CBOW KOHCIIEKT OTBETOB II0 PAaCCMATPUBAEMOW TEMAaTHKE,
HOJATOTOBUTH TE3UCHI ISl BHICTYIUIEHUH 1O BCeM Y4eOHBIM BOINPOCAaM, BBIHOCHMBIM Ha 3aHSTHE.
Crnenyer mpoaymaTh MPUMEPHI C IEIbI0 00ECIICUEeHUs] TECHOM CBS3W HM3ydaeMOW TEOpHHU C
peanbHOM  NPAKTUKOH. MOXKHO  JONOJHHUTH CIHUCOK PEKOMEHJIOBAaHHOM JIUTEpaTyphl
COBPEMEHHBIMU UCTOYHHUKAMU, HE MPEICTABICHHBIMU B CIIUCKE PEKOMEH/I0BAHHOW JIUTEPATYPBI.

CamocrosarenbHass paboTa CTyAeHTa Mpearnoiaraer paboTy C HaydHOH W ydeOHOH
JUTEpPaTypoil, yMEHHE CO37aBaTh TEKCTHl. Y POBEHb U INIyOWHA YCBOEHUS AMCLMILIUHBI 3aBUCST
OT AaKTHUBHOM M CHCTEMAaTH4YecKOW paboThl Ha TPAKTUUYECKUX 3aHATUSAX, H3YYCHUS
PEKOMEHI0BAaHHOM JIUTEPATYPHI, BBIIOJIHEHHSI KOHTPOJIbHBIX TMCbMEHHBIX 3aJaHUM.

[Ipy mOAroTOBKE K MPAKTHUYECKOMY 3aHSATHIO OOydarommecs HMMEIOT BO3MOXKHOCTb
BOCIIOJIB30BaThCA KOHCYNbTAUsIMUA Ipenonasaresids. Kpome yka3aHHBIX T€M OHHU BIIpaBe, IO
COTJIACOBAHUIO C MPENoAaBaTesieM, U30UpaTh U Ipyrue HHTEPECYIOIINE UX TEMBI.

KauectBo yuebHON pabOThl acMpaHTOB MpPENOAAaBaTENb OLEHUBACT C HCIOJIb30BAHUEM
TEXHOJIOTMYECKON KapThl AUCLHUILIMHBI, pa3MelIeHHON Ha caiite MATL'Y.

1.2. Meroauyeckne peKOMeHAAUMH IO MOATOTOBKE BBICTYIJIEHHs / JAOKJIAaJa K
NMPAKTHYECKOMY 3aHSTHIO

[ToaroToBKY BBICTYIUIEHUSI / JOKJIaAa CIEAyeT HAuuHATh C M3YYEHHUsS CIEHUaTbHOU
JUTEPATyphl, CUCTEMAaTH3alul M 00O0O0IIEHNsS COOpPaHHOTO MaTepHaia, BBIICICHHS TIABHOTO.
Marepuana AODKHO OBITH JOCTaTOYHBIM Ui PAcKpbITHS BBIOpaHHOW Tembl. [lonroroBka
BBICTYIUICHHS / JTOKJIaJla BKIIIOYAET B ce0sl Takke OTpabOTKy HABBIKOB OpAaTOPCTBA M YMEHUS
OpraHu30BaTh U MPOBOJMUTH AUCITYT, COOMIOCHUS 3aJAHHOTO PErJaMeHTa BPEMEHHU.

Heo0xoauMo TOMHHTB, YTO BBICTYIJICHHE COCTOMUT W3 TpEX YacTel: BCTYIUICHUS,
OCHOBHOM 4YacTH U 3akiodeHus. [Ipexxae Bcero, cieayeT Ha3BaTh TEMY CBOETO BBICTYIJICHUS /
JIOKJIaqa, KpaTKO TEPEeYHCINTh pPacCMaTpUBAacMble BOMIPOCHL, H30paB Uil 3TOTO IKHUBYIO
UHTEPECHYIO (POPMY M3II0KEHUS.




1.3. MeToauueckue peKoMeHIAUH N0 MOATOTOBKe pedepaTa U riaoccapus

AcnipaHT (COMCKATElb) BBIMOJHIET MUCHbMEHHBINM MEPEBOJ] HAYYHOTO TEKCTa IO
CHENHMaIbHOCTH Ha S3bIK OOy4YeHHs (T.€. C MHOCTPAHHOTO S3bIKA HA PYCCKUH SI3BIK).
O6nem TekcTa - 45 000 medatHbIx 3HaKOB (20-25 cT1p.).

AcnupaHT (CoucKaTesb) JOJDKEH MpPeACTaBUTh NMUCbMEHHBIM MEPEeBOJ TEKCTa B
COOTBETCTBUH C BBIITOJHAEMON WJIM NPEANONIAra€MON TEMOW MCCIEIOBAHUSA CO CIIMCKOM
MPOYUTAHHOW JUTEPATYphl IO CHEHHAIBHOCTA U CIOBAapEM TEPMUHOB II0 TEME
MCCJICIOBAaHUS HAa MHOCTPAHHOM S3BIKE C PYCCKMMM OHKBUBajJieHTaMHu (He MeHee 30
TEpMHUHOB) He no3aHee yeM 3a 30 nHel 10 Havaia 3K3aMeHa

TexcT pykomnucu pedepara T0JDKEH OBITH pacriedaTaH Ha KOMIIBIOTEPE HAa OJHOU
CTOpPOHE CTaHJAPTHOrO JiucTa Oenoi ogHocopTHOM Oymaru ¢opmara A4 (210x297 mMm)
yepe3 oauHapHbIi nHTepBal (mpudT Ne 14) u monssMu BOKpYTr TekcTa. Pasmep seBoro
noiist - 30 mm, npaBoro - 10 MM, BepxHero - 20 MM, HUXHETO - 20 MM.

Bce cHOCkM W TOACTPOYHBIE MNPHUMEYAHHUS MEPENEUYATHIBAIOT (YEPE3 OAUH
MHTEpBaJ) Ha TOW CTpaHUIE, K KOTOPOM OHM OTHOCATCA. Bce cTpaHMIlbl HYyMEPYIOTCH,
HAYMHASI ¢ TUTYJIBHOTO JINCTA, HA TUTYJIBHOM JICTE CTpPaHUIA He yKaszbiBaercs. [{udpy,
0003HAYAION[YI0 TOPSAJIKOBBIM HOMEp CTpPaHMIIbI, CTaBAT B CEPEAMHE HIDKHETrO MOJs
CTPAaHULIBI.

K nucbmeHHOMY nepeBOy NpUIIAraroTCs:

1. OdopmiieHHBI TUTYABHBIA JHCT C YyKa3aHHeM mHU(pa W Ha3BaHUSA
CIIELIMATIbHOCTH;

Komus TutynbHOTO Nicta MOHOTpaduu;

AHHOTa1Ms HAa THOCTPAHHOM SI3BIKE;

Komnust opurnHanbHOro MHOCTPAHHOTO TEKCTA;

I'moccapwii (cnenuanu3upoBaHHBIA TEPMUHOJIOTHICCKUI CIIOBAph K CTAThE);

Penensus kanamuaaTa WM JTOKTOpPAa HAYK MO CHEIUATBFHOCTH, PACKPHIBAIOIIAs 3HAYCHHE
PCUCH3UPYCMOI'0 MaTCpuaia AJid JUCCCPTANUOHHOI0 UCCIICAOBAHUSA aBTOpA UKW C TOYKH 3PCHUA
aKTyaJIbHOCTH I COOTBETCTBYIOIIEH OTpACIIv HAYKH.

[TepeBon nOMKEH OBITH MPEJCTABICH B CKOPOCIIMBATENIE HIIA COPOIIFOPOBAH.

I'moccapwii x pedepaTy (MMCbMEHHOMY MEPEBOY HAYYHOTO TEKCTA) MPEACTABIISIET CO00
BBINIOJIHEHHE TI€peBOJia TEPMHHOB MPO(ECCHOHATBHOW TEMAaTHKH, HCIOJIb30BAHHBIX B
pedbepupyemom Tekcte. I'moccapuii MOKeT OBITH JOMONHEH (DOHETHYECKOW TPaHCKPHUIIIHEH
TEPMUHOB, JaHbl HECKOJbKO 3HAYCHWH TEPMHHA U NPUMEPHl UX YMOTPeOJIEHHUS B TEKCTaxX IO
CTECIIHATBHOCTH.

PexoMeHnmammu mo co3gaHuio riioccapusi:

1. I'moccapuii pacmonaraercsi CTporo B ajahaBUTHOM MOPSIAKE.

2. TepMHHBI HE TOJKHBI 1yOIHUPOBATHCS.

3.I'moccapuii He NODKEH OBITh M30BITOYEH: HE HY)KHO BKJIIOYATh B CJIOBaph BCE YACTO
BCTpCHAIOMIUCCA TCPMUHBI ITOAPA, TOJIBKO TC CJIOBA, KOTOPBIC XapaAKTCPHBI AJIA SaI[aHHOﬁ TEMBI.

1.4. MeTonnquRne PEKOMEHIAIUHA 110 MOATOTOBKE K C1a4e IK3aMEHa

VYcmenrtHoe BBITOTHEHUE CAaMOCTOSITEIFHOTO MUCHhbMEHHOTO pedepupoBaHUs U YCTHOTO
[IEPEeBOA INPUMEPOB W3 HAYYHOM JIUTEpaTypbl B XOJ€ IIPAKTUYECKUX 3aHATUH SBIACTCA
YCJIIOBHEM JIOTMyCKa K KaHAMJATCKOMY 9k3aMeHy. KadecTBo mHCBbMEHHOTO pedepupOoBaHHs
OLICHUBACTCA I10 3a4CTHOM CHCTEME.

Kannunatckuii sK3aMeH NPOBOAMTCS B YCTHOM (opMe M BKIIOYAET B ceOs Tpu
3a/laHus:

1. M3yuyarouiee yTeHne OPUTMHAIBHOIO TEKCTA MO cnenuanbHocTh. O6bsem 2500-
3000 meuyaTHbIX 3HAKOB. Bpems BeimosHeHHs paboThl - 45-60 munyT. dopma mpoBepKHu:



1) muChbMEHHBII TEepeBON CO ClOBapeM; 2) mepeaada HM3BICUEHHOW WH(pOpManuu Ha
UHOCTPAHHOM SI3BIKE.

2. bernoe (mpocMOTPOBOE) UTEHUE OPUTMHAIBHOIO TEKCTA IO CIELHMAIBHOCTH.
O6bem - 1000-1500 neuatHbix 3HaKoB. Bpems BbinmosiHeHus - 2-3 MuHyTbl. Popma
NPOBEPKH - Iepelaya M3BJICUCHHOM HWHGPOpMAlMM HAa WHOCTPAHHOM S3bIKE IS
I'YMAaHUTAPHBIX CIIELUAJIbHOCTEN U HA PYCCKOM SI3BIKE Ul €CTECTBEHHOHAYUYHBIX U JP.
CHELUAIbHOCTEN.

3. becena ¢ 5K3aME€HAaTOPOM HAa MHOCTPAHHOM SI3bIKE 10 BOIIPOCAM, CBSI3AHHBIM C
M30paHHON CHEIMATBHOCTBIO U HAYYHOH paboTOoM acnupaHTa (COMCKATENs).

M30paHHas CenuanbHOCTh: COAEPKAHUE MIPEAMETa, HCTOPHUS Pa3BUTHUS JaHHON 00IacTH
HayKH, BBIJAIOIINECS yUY€HbIE B COOTBETCTBYIOIIEH 00JIaCTH HAayKU (MX OTKPBITHUS U 3HAYEHHE),
HOBEHINE MOCTKEHUS B M30paHHOW 00JAaCTH, CONMATBLHO-YKOHOMHYECKUE ACIMEKTHl JaHHON
00J1aCTH HAYKH.

Hayunoe wuccnenoBanue: mpoOIeMbl, COCTOSHUE NPOOJIEMBI, I€Tb, 3aJadd, METOIbI
HCCIIEI0OBAHUS, PE3YIIbTATHI, BEIBOIBI.

2. [InaHbl NPaKTHYECKHUX 3aHATHI

3anusTue 1. Pedpepar u ero conep:xkanue (4actpb 1)

ILxan:
1. Coo0i11ieHne 0 TeEMe UCCIEI0BAHHUS.
2. llens uccnenoBanus.
3. OmeHka.

Bonpocul ona camoxonmpona:

Kakumu cpenctBamu coobiaercst 0 Teme paboThl / IPeAMETE UCCIICTOBAHUS !
Kakue cpencTBa UCMONB3YIOTCS I IOTHYECKOTO BBIICTIEHUS COOOIICHUS?
Kaxk 0003Ha4aroTCs €I UCCIIETOBAHUA?

Yro HeoOXOAMMO UCIIONB30BATh ISl OLIEHKH paboTHl (MeToa, MaTepuana)?

Jlumepamypa: [1, 339-340].

3ansTue 2. Pedepar u ero coaep:kanue (4acrTp 2)

ILnan.
CooO1mieHus 0 pe3yabTaTax UCCICIOBAHMUS.
Hcxonupie MOMEHTEL.
Hureprperanus.
BrIBOIBI M 3aKITIOUEHHE.

el NS

Bonpocw ona camoxonmpons:

Yro TpebGyeTcst UCI0Ib30BaTh I COOOILIEHUS O pe3yibTaTax UCCIeA0BaHUs?
Kak MoXxHO nepenaTh Ka4eCTBO UHTEPIIPETALIUN PE3YIbTATOB?

Yro BKIIIOUAETCS B 3aKIHOUYUTENBHBIE IPEUIOKEHHS pedepaToB?

Jlumepamypa: [1, 341-343].

3ansaTue 3-4. Ucnosib30BaHNe aHIVIMICKUX BHA0-BPeMeHHBIX GopM (dacThb 1)



ILnan:
1. The Present Simple.
2. The Past Simple.

Bonpocwi ona camoxonmpons:

1. KaxoBbl OCHOBHBIE Cllyuau YHOTpeOJIeHUs BUIO-BpeMEeHHBIX ¢opM Present Simple u
Past Simple?

2. Kak naHHbIe BUI0-BpeMEHHBIE ()OPMBI UCTIONIB3YIOTCS B pa3HBIX THUIIAX
NpeI0KEeHU?

Jlumepamypa: [2, 4-11].
3ansaTue 5-6. Ucnosib30BaHNe aHIVIMICKUX BHA0-BPeMEHHBIX GopM (YacThb 2)

Ilnan:

1. The Present Perfect.
2. The Present Perfect Continuous.

Bonpocw ona camoxonmpons:
1. KaxoBbl OCHOBHBIE Cllyuau yHoTpeOsieHus BUI0-BpeMeHHBIX Gopm Present Perfect u

Present Perfect Continuous?
2. Kak naHHble BUI0-BpeMEHHBIE ()OPMBI UCTIONIB3YIOTCS B Pa3HbIX THUIIAX

NpeI0KeHU?

Jlumepamypa: [2, 14-29].

3ansaTue 7. IlepeBoa macCHBHBIX KOHCTPYKIMIA

Ilian:
1. Tlpuuunbl ynoTpeOaeHus CTpaaaTeIbHOTO 3aI0Ta B aHTJIMUCKOM SI3BIKE.
2. Wcnonb3oBanue 0€31MYHBIX / HEONPEAEICHHO-TMYHBIX TPEATOKCHUHN.
3. YnortpebieHue riaroyioB B HaCCUBE NMPU OJHOPOIHBIX WIEHAX MPEATOKEHUS.

Bonpocw ona camoxonmpons:
1. KaxoBbl OCHOBHBIE Cllydau YHOTPEOIEHHUS CTPaaTeIbHOTO 3aJ0Ta B aHTJIMICKOM

SI3BIKE?
2. B ueM 3axiro4aeTcs «LEeHTPAIN30BaHHAs CTPYKTYpa» aHIVIMHCKOIO IPEI0OKEHU?

Jlumepamypa: 1, 228-236]; [2, 84-93].

3ansaTus 8. IlepeBoa MHPUHNTUBA 1 HHPUHUTHUBHBIX KOHCTPYKIMH

Ilnan:
1. OcobenHocTu nepeBoia UHQUHUTHBA HA PYCCKUHN S3BIK.
2. UHGUHUTHB B CIIO)KHOM JIOTIOJTHEHUH.
3. NH(UHUTUB B COCTABHOM TJIaroJIbHOM CKa3yeMOM.



Bonpocwi ona camoxonmpons:

1. Ha 4ro HeoOxoaumo oOpaiate BHUIMaHUE TIPH MepeBojic MHOUHUTHBA HA PYCCKUM
SI3BIK?

2. Kak nepeBoautcss MHQUHUTUB B IPUIATOYHOM JIOMOJIHUTEILHOM PEIOKEHUH?
3. KakoBsl 1Ba crioco6a nepeBoia MHPUHUTHBA B COCTABHOM TJIar0JIbHOM CKa3yeMoM?

Jlumepamypa: [1, 249-259], [2, 108-119].

3ansTue 9. llepeBoa repyHaus U repyHAMAIbLHBIX KOHCTPYKIIHI
ILnan:

1. CrrocoObI mepeBo/ia TePYHIUS U TePYHANAIBHBIX 000POTOB.
2. OcobeHHOCTH  TEpeBOJa Ha  PYCCKHM  SI3BIK  MMEHEM  CYIIECTBUTEIIBHBIM,
WH()UHUTHBOM.

3. IlepeBon TepyHAMS COYETAHMEM MOJAIBHBIX TJaroJioB ¢ WHQUHAUTHBOM H
IIPUIATOYHBIM IIPEITIOKEHUEM.

Bonpocv 0na camoxkonmpons:

Ha uto Heo6xoanMo oOpaiaTh BHUMaHKE MTPU IEPEBOJIE TEPYHIUS HA PYCCKUM SI3bIK?

2. B kakux ciy4asx repyHAHH IIepeBOIUTCS UMEHEM CYIIECTBUTEIBHBIM, a B KAKHX -
UHOUHUTUBOM?

3. KaxkoBsl ciny4an nepeBojia FepyHIusl COYeTaHMEM MOJAJIbHBIX [JIarojoB ¢ HHOUHUTUBOM
Y IPUIATOYHBIM MPEIOKEHUEM?

p—

Jlumepamypa: 1, 242-249]; [2, 106-135].

3ansaTue 10. IlepeBoa npuyacTuii

ILnan:
1. ®OyHKIUM TPHYACTHBIX 0OOPOTOB B AHTIUICKOM MPEIIOKEHUH.
2. Cnoco0Osl mepeBoia aHTJIMUCKUX MPUYACTHI HACTOSIIETO W MPOIISIIIETO BPEMEHH
Ha PYCCKUH A3BIK.

3. OOGOpOTHI M CTPYKTYPHI, MPEACTABIAIOMNAE TPYIHOCTH ISl MEpPEBOJa HAa PYCCKHI
A3BIK.

Bonpocwi ona camoxonmpons:
1. B 4yem 3akiodaeTcs pa3inune MEXAY aHTJIUUCKUMHU U PYCCKUMH TPUYACTUAMU?

2. B ueM cocToUT TPYIHOCTH NEPEBO/IA MPUYACTHUS MIPOLIEAIIETO BPEMEHU Ha PYCCKHI
SI3BIK?

Jlumepamypa: [2, 184-195].

3ansaTue 11-12. CioBooOpa3oBaHue B AaHIJIMICKOM SI3bIKe

Ilian:
1. IlpaBuna oOpa3oBaHUsI AHTITUHCKHUX CJIOB.

2. Tlpedukchl B aHTTTUICKOM SI3BIKE: MX (DYHKIUS, BUIBI 3HAYCHHUS
3. Cyddukcel B aHTIIMIICKOM S3bIKE: X (DYHKITHS, BUbI, SHAUCHHUSI.



Bonpocw ona camoxonmpons:

1. [y 4ero ucrosb3yoTCs MPEPHUKCH @ aHTTTUHCKOM SI3bIKe?

2. B uem coctout poisb cyhPpUKCOB B aHTITHICKOM SI3BIKE?

3. Kakue gactu peun MOXKHO 0Opa30BBIBATH C IMOMOMIbIO CY(P(PHUKCOB B aHTIUICKOM
A3BIKE?

Jlumepamypa: [1, 182-185].

3ansaTne 13-14. [IucbMeHHBI MepPeBOJ CTATHU MO CHENUAJBLHOCTH CPEACTBAMH POJIHOI0
fA3bIKA

Ilnan:
1. Urenune TeKkcTa Ha aHTJIMHACKOM S3BIKE.
2. JlekcuKo-rpaMMaTHYeCKUil pa3doop TEKCTa.
3. CocraBiieHuE TEKCTa MEPEBOIA.
4. Tlpe3eHTanus nMoAroTOBICHHOTO MEPEBO/IA TEKCTA.

Natural Deduction for Modal Logic with a Backtracking Operator
Jonathan Payne
Part 1

Harold Hodes introduces an extension of first-order modal logic featuring a backtracking
operator, and provides a possible worlds semantics, according to which the operator is a kind of
device for ‘world travel’; he does not provide a proof theory. In this paper, I provide a natural
deduction system for modal logic featuring this operator, and argue that the system can be
motivated in terms of a reading of the backtracking operator whereby it serves to indicate modal
scope. I prove soundness and completeness theorems with respect to Hodes’ semantics, as well
as semantics with fewer restrictions on the accessibility relation.

The purpose of backtracking operator this operator is similar to that of an actuality
operator. But, instead of exempting what follows from the scope of all enclosing modal
operators, it exempts it only from the innermost modal operator. Or, in terms of the possible
worlds semantics, instead of causing a formula to be evaluated at some specified ‘actual’ world,
the backtracking operator causes a formula to be evaluated at the ‘last visited” world, so to speak.

J.Hodes gives a semantics, but does not supply a proof theory. This semantics reflects a
reading of the operator as one which allows more flexible ‘travel’ through worlds in evaluating
the truth value of a formula. If the semantics of _ and ¢ are thought of as instructions to travel to
an accessible world in which the truth value of a formula is evaluated, Hodes’ semantics for |
gives instructions to travel back to the world most recently passed through, to evaluate the truth
value of a formula there. A useful comparison is to the actuality operator. The usual semantics
for an actuality operator gives directions to evaluate the truth value of a formula at a privileged
possible world in the model—the actual world.

Bonpocwi ona camoxonmpons:

1. CocraBieHue TEMaTUHYECKOTO TIIOCCAPUS.

2. IIpopaboTka HOBOM JTEKCHKHU.

3. IloaroroBka nepeBojia TEKCTa HA PYCCKUH SA3BIK.

Jlumepamypa: [3, 11-12].



3ansatue 15-16. IlncbMeHHbBI MepPeBO CTATHH MO CHENHAJIBHOCTH CPEACTBAMH POIHOIO
SI3bIKA

Ilnan:
UreHne TeKCTa Ha aHTJIMHCKOM SI3BIKE.
Jlekcuko-rpamMMaTHUYeCcKuil pa3doop TEKCTa.
CocraBneHue TeKkcTa rnepeBoa.
[Ipe3enTanus MoAroTOBICHHOTO NEPEBO/IA TEKCTA.
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Natural Deduction for Modal Logic with a Backtracking Operator
Jonathan Payne
Part 2

But, as mentioned, there is another—more syntactic—reading of the operator, as a scope
indicator. That is, the operator simply indicates that what follows it is to be exempt from the
scope of the innermost modal operator. Again, compare with the actuality operator; this may be
taken to be an indicator that what follows is to be evaluated as exempt from the scope of all
enclosing modal operators. Thus, the role of | is akin to that of parentheses, yet allowing for
more nuanced scope distinctions.

The aim of this paper is to provide a proof system for modal logics featuring the operator,
which I will claim does justice to this reading; the proof theory gives rules for ‘looking inside’
the scope of a modal operator, and then, when the | operator is encountered, pulling the
appended formula out of that scope.

As well as explaining this alternative reading of the operator, such a proof theory may be
desirable from the point of view of certain philosophical or other uses of modal logic. For
example, extensions of modal logic may be desired to gain expressive power without committing
oneself to quantifying over possible worlds (or their analogues) or to the members of domains of
possible worlds. In some cases, modal logic may be introduced specifically for the purposes of
avoiding quantification over some entities or other. A proof theory would allow somebody not to
rely on the semantics to give sense to claims involving |.

Nonetheless, even if one is not persuaded of the need for a proof theory for such
purposes, the fact that the operator appears to admit of the syntactic reading should be
motivation enough to develop a proof theory which represents such a reading. Before presenting
the proof system, I will give an overview of the semantics which Hodes provides for the
operator, albeit with a few minor differences.

Bonpocul ona camoxonmpona:

1. CocraBieHue TeMaTHYECKOTO TJIOCCApHsL.

2. TIpopaboTka HOBOM JIEKCHUKH.

3. IloaroroBka nepeBojia TEKCTa HA PYCCKUU A3BIK.

Jlumepamypa: (3, 13-14].

3ansaTe 17-18. [IucbMeHHBI MepeBOJ CTATHU MO CHENUAJBLHOCTH CPeACTBAMH POIHOIO
fA3bIKA

Ilnan:
UreHune TeKCTa Ha aHTJIMIICKOM SI3BIKE.
Jlekcuko-rpaMMaTH4YecKHuid pa3dop TeKcTa.
CocraBieHue TeKCTa nepeBoja.
[Ipe3enTanus mOArOTOBIEHHOTO MEPEBOIA TEKCTA.

Ll



Natural Deduction for Modal Logic with a Backtracking Operator: Semantics
Jonathan Payne

Part 3
Let L| be a typical language for propositional modal logic; it consists of countably many
propositional variables p,q, r, . . ., connectives A and — and a necessity operator _. In addition, it

shall have an additional sentential operator |, called the backtracking operator. The intended
effect of the backtracking operator will be to exempt what follows it from the scope of the
innermost modal operator from which it is not already exempt (so, for example, p, _|p and
__1lp should all be counted as equivalent). Other sentential connectives V,—and a possibility
operator 4 can be defined in the usual way.

The semantics presented here is essentially with the main differences being: (a) Hodes’
semantics is for quantified modal logic, whereas I will only describe the case for propositional
modal logic. (b) Hodes’ logic is an extension of S5, so that the accessibility relation is an
equivalence, whereas the only restriction on the equivalence relation here is that it is serial. (c)
Hodes only defines satisfaction for a certain class of formulas, whereas the semantics presented
here places no such restriction. A model is a triple M = _W,R, a_, where W is a set (of possible
worlds), R € WUW is the accessibility relation, and a is an assignment function which assigns to
each propositional variable p at a world w € W a truth value a(w, p) € {T,F}. Only one restraint
will be placed on the accessibility relation for now, and that is that it is serial. So, for any w € W
there is a w € W such that wRw.

Then, a satisfaction relation is defined, not for each world, but for each finite sequence of
worlds of the appropriate type. So, we first make the following definition:

Definition 1 Given a modelM, a world sequence is a member of the following set: WSM
={ wl,...,wk_:k>1,Vi<kwi € Wand Vi < k,wi Rwi+1}.

As a result of seriality, for every world sequence there will be a world sequence
extending it (and so there are world sequences of arbitrary length). The sequence of worlds at
which a formula is evaluated may be thought of as a kind of memory, which keeps track of
which worlds have been travelled through.

Bonpocul ona camoxonmpona:

1. CocraBieHue TeMaTHYECKOTO TJIOCCapHsl.

2. TIpopaboTka HOBOH JICKCHUKH.

3. IloaroroBka nepeBojia TEKCTa HA PYCCKUU SA3BIK.

Jlumepamypa: (3, 16].

3ansaTre 19-20. YcTHBIN epeBo/l CTATHY MO CHENUAJIBbHOCTH CPEACTBAMHU POJIHOIO SA3bIKA

Ilnan:
UreHne TeKCTa Ha aHTJIMHCKOM SI3BIKE.
Jlekcuko-rpamMMaTHUYecKHil pa3doop TEKcTa.
CocraBneHue 1aHa nepeBo/ia TEKCTa.
[IpencraBieHue NoAroTOBICHHOTO MEPEBOIA TEKCTA.

s

Natural Deduction for Modal Logic with a Backtracking Operator: Semantics
Jonathan Payne
Part 4
Before proving that the inference rules given here are both sound and complete with
respect to the semantics, I would first like to say more about the motivation behind the proof
theory. There are two aims which I have. The first concerns a worry which may be had if the
proof theory is wanted in order to avoid reliance on the possible worlds semantics for more than



pragmatic reasons. Itmight be worried that, due to the presence of labels—which it is tempting to
take as referring to worlds or sequences of worlds—the proof theory does not succeed in
avoiding reliance on the possible worlds semantics. Secondly, I claimed before that the natural
deduction system can be seen as explaining the reading of the | operator as exempting formulas
from the scope of other operators.

Here I will argue for that claim. One way in which we may try to motivate the proof
system is by reference to the semantics. On this view, a labelled formula is a formula of a kind of
extended language, and the labels are something like variables referring to sequences of worlds.
Then, a formula (of the extended language) ¢; s makes the claim that ¢ is true at the sequence of
worlds s. The inference rules then aim to capture certain valid inferences in this language. A
soundness theorem will then be an essential part of the motivation of the proof theory, in that it
will show that the inference rules are indeed valid inference rules—that is, they are truth
preserving in the sense of the semantics.

But given one motivation for developing a proof theory, this will not do. There are
potential philosophical applications of such a proof theory whose aim is to Natural Deduction for
Modal Logic with a Backtracking Operator avoid reference to, and quantification over, worlds.
That is, they wish to relegate the semantics to a purely secondary, pragmatic role. But if the
proof theory is ultimately motivated by the semantics, then this can not be the case. In any case,
such a motivation would fail to shed light on the scope exemption reading of the | operator.

Bonpocul ona camoxonmpona:

1. CocTaBieHue TeMaTHYECKOTO TJIOCCApHsL.

2. TIpopaboTka HOBOH JICKCUKH.

3. IloaroroBka nepeBojia TEKCTa HA PYCCKUU SI3BIK

Jlumepamypa: [3, 17-18].
3ansaTue 21-22. YcTHBIN NepeBo] CTATHH MO CNIEUATBHOCTH CPeICTBAMH POJHOIO A3bIKA
Ilian:
UreHne TeKCcTa Ha aHTJIMMCKOM SI3BIKE.
Jlekcuko-rpaMMaTHUeCcKHil pa3doop TeKCTa.

CocraBneHue 1aHa nepeBo/ia TEKCTa.
[Ipe3enTanus MOArOTOBIEHHOTO MTEPEBOIA TEKCTA.

el NS

Natural Deduction for Modal Logic with a Backtracking Operator: Semantics
Jonathan Payne
Part 5

So, instead, we wish to have a motivation for the proof theory which derives from this
scope exemption reading of the operator. Then, a soundness theorem will not play a role in
motivating the proof theory in light of the semantics, but will rather play the role—along with a
completeness theorem—of motivating the pragmatic value of the semantics. For, given a
soundness theorem, one will be able to use the semantics for useful ends, in proving that a
certain formula is not derivable from other formulas, and so on.

How might such a motivation look? Firstly, labels must not be thought of as referring to
worlds. Indeed, it should be borne in mind that they are not part of the language at all. They are
merely part of the proof theory, and can be explained as a kind of bookkeeping device, not
dissimilar to the use of line numbers, the lists of undischarged assumptions which are common in
many ways of laying out formal proofs, or even to the various horizontal and vertical lines which
appear in many ways of laying out proofs. It is perhaps better to think, not of labelled formulas,



but of labeled lines (it just happens that it is simpler for metatheoretical purposes to treat labels
as attaching to formulas).

If labels are not part of the language, then there can be no danger that they refer to
anything in the semantics (just as line numbers and the like do not). Indeed, labeled formulas are
not the kind of thing that can be asserted, or the kind of thing that have truth-conditions or
satisfaction-conditions. Since labelled formulas are not the kind of thing that can be true or false,
and the inference rules are relations between labeled formulas, it follows that the inference rules
can not be motivated in terms of validity (i.e. necessary truth preservation). A different
motivation is thus required. The main rules which need motivating are the _ and | rules. These
can be motivated, not in terms of validity, but rather as rules for temporarily ignoring, and then
reinstating, modal operators, whilst the labels serve as a reminder as to when a modal operator is
being ignored. So, rather than serving as a memory of worlds, s serves as a memory of modal
scope.

Bonpocwi ona camoxonmpons:

1. CocraBieHue TEMaTHYECKOTO TIIOCCAPHSL.

2. IIpopaboTka HOBOM JIEKCHKHU.

3. IloaroroBka nepeBojia TEKCTa HA PYCCKUH SA3BIK

Jlumepamypa: [1, 19-20].

3ansaTue 23-24. YcTHBIN NepeBo] CTATHH MO CNIEUATBHOCTH CPeICTBAMH POJHOIO A3bIKA
ILnan:

UreHue TeKCcTa Ha aHTJIMICKOM S3bIKE.
Jlekcuko-rpamMMaTHUuecKuil pa3doop TeKcTa.
CocraBneHue 1aHa nepeBo/ia TEKCTa.
[Ipe3eHTanus NOArOTOBIEHHOTO MTEPEBOAA TEKCTA.

el NS

Addicts, Mythmakers and Philosophers
Alan Brody
(Abridged)

The willingness model (my terminology) has its roots in the analysis of embracing
temptation which is found in Plato’s dialogue Protagoras. Contemporary philosophers such as
Herbert Fingarette in Heavy Drinking: The Myth Of Alcoholism As A Disease, and recently, Piers
Benn in ‘Can Addicts Help 1t?’ in Philosophy Now Issue 80, have also argued in support of such
a model. I believe that understanding addiction requires appreciating elements of that model, as
well as conceiving of addiction as a disorder involving a compulsive process which undermines
the ability to regulate one’s behavior.

In the Protagoras, Socrates discusses the nature of, and challenges to, self-mastery (ie
self-control). When faced with a choice, Socrates tells us, human nature means we want to do
what we think is best. So, he argues, if we believe we know what the good (the best) thing to do
is, and it is accessible to us, we will do the good. However, says Socrates, things which tempt us
can have the power to alter our perception or understanding of their value, making them
deceptively appear to be what is best. Consequently, we choose the temptation as the best thing
to do. The experience of going along with temptation is not, Socrates argues, one in which the
person protests or fights against its unreasonableness while being dragged along into gratifying
it. For Socrates, ‘yielding to temptation’ is not being unwillingly overpowered, but is the
experience of being a willing participant choosing what is at that moment wrongly thought to be
best. This is also the essence of the willingness model of addictive behavior.




A good way to understand it is by looking at how Homer depicts Odysseus’s mental state
after hearing the Sirens. In Homer’s Odyssey, the Sirens’ singing was said to be so beautiful that
it would enchant sailors, who would then pilot their ships towards the deadly rocks from which
the Sirens sang. Odysseus orders his men to tie him to the ship’s mast so that he can listen to
their song while his men row past them with wax blocking their ears. Through the Sirens’
enchantment, Odysseus becomes hooked and orders his men to sail toward them, in spite of
having been told of the doom it will bring. Luckily, they ignore the order (probably because they
can’t hear it). In the Socratic/Platonic analysis of what we think of as ‘yielding to temptation’,
temptation plays the same role as enchantment in the story, in the sense that temptation has a
power to deceive someone into willingly choosing it as best thing to do.

Bonpocuwl ona camoxonmpona:

1. CocTraBieHue TeMaTHYECKOTO TJIOCCapHsl.

2. TIpopaboTka HOBOM JIEKCHUKH.

3. IloaroroBka nepeBojia TEKCTa HA PYCCKUMN SI3BIK

Jlumepamypa: [3, 105-107].



